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Abstract

Much of human learning happens in the social world. A person’s social identity—the groups to which they belong, the people
with whom they identify—is a powerful cue that can affect our goal-directed behaviors, often implicitly. In the present experi-
ment, we explored the underlying neural mechanisms driving these processes, testing hypotheses derived from social identity
theory. In a within-subjects design, participants underwent a minimal group manipulation where they were randomly assigned
to an arbitrary ingroup. In two blocks of the experiment, participants were asked to complete a task for money while being
observed by an ingroup member and outgroup member separately. Results revealed that being observed by an ingroup or out-
group member led to divergent patterns of neural activity associated with feedback monitoring, namely the feedback-related
negativity (FRN). Receiving feedback in the presence of an ingroup member produced a typical FRN signal, but the FRN was
dampened while receiving feedback in the presence of an outgroup member. Further, this differentiated neural pattern was
exaggerated in people who reported greater intergroup bias. Together, the mere presence of a person can alter how the brain
adaptively monitors feedback, impairing the reinforcement learning signal when the person observing is an outgroup member.

Key words: intergroup bias; social identity; feedback-related negativity; reward-monitoring

Introduction

Rarely do people learn about their own behavior in privacy. From
infancy, we have a preparedness to take in information and feed-
back from those around us to help guide our behaviors. Throughout
life, learning is provided against a backdrop of interpersonal inter-
actions, team performances, romantic and familial bonds and pro-
fessional partnerships. In short, when it comes to understanding
our behaviors, we rely on others for cues. What happens in our
brain as we monitor our behavior in the presence of a person who
is either a part of our group or not? In this experiment, we ask
whether the social context, specifically the presence of ingroup vs
outgroup members, can alter neural feedback monitoring.

Research has consistently demonstrated that feedback
monitoring is instrumental for guiding our performance
(e.g. Holroyd and Coles, 2002; Cohen and Ranganath, 2007). But
how is this feedback monitoring shaped by the background so-
cial context? And does the brain compute feedback differently
depending on whether we are around an ingroup member or

outgroup member? This experiment examines these questions
to explore whether group membership differentially affects the
brain’s basic feedback monitoring.

Neural monitoring and the social context

Research has shown that social contexts and interpersonal
interactions impact neural processing of goal-relevant informa-
tion. For example, action- and feedback monitoring is amplified
in joint player situations where one’s performance has a direct
effect on others (Koban et al., 2010, 2011; de Bruijn et al., 2011),
and it can be altered depending on whether the context is
cooperative, competitive or neutral (de Bruijn et al., 2008, 2011;
Van Meel and Van Heijningen, 2010; Radke et al., 2011) or when
the outcome of one’s performance causes another person phys-
ical pain (Koban et al., 2013).

Recent work that harkens back to social facilitation theory
(e.g. Zajonc, 1965; Baron, 1986; Huguet et al., 1999) has shown
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that even the presence of others can lead to increased activity
in the ventral striatum after the delivery of rewarding feedback
(Simon et al., 2014). This shows that being watched by others in-
creases activation in one of the regions involved in reward pro-
cessing, suggesting that even subtle social information like
being observed, though irrelevant to the task, can boost the
brain’s reward signal.

Together, previous work has documented the effects of the
social context on neural feedback monitoring, providing evi-
dence that the brain represents others when calculating differ-
ent goal-directed behaviors for the self. Even a person knowing
that others are observing them can enhance the feedback signal
(Simon et al., 2014), aligning with previous theory suggesting
that groups can influence a person’s individual performance
(Paulus, 1983). Here, we wondered if it matters who is doing the
observing and the nature of the relationship. We ask: How is
neural feedback monitoring impacted by intergroup dynamics
and a person’s social identity?

Social identity, group biases and
self-regulatory behaviors

According to social identity theory, people readily categorize
themselves into groups (Tajfel et al., 1971; Tajfel, 1974; Turner
et al., 1987; Brewer, 1999). In an effort to protect their sense of
‘us’, people will often direct their behaviors and decision mak-
ing in a biased manner to bolster their shared social identity
(i.e. favoring ingroup members) and minimize potential threats
against it (i.e. outgroup discrimination). In short, social identity,
as a core value to the self, plays into the regulatory function of a
person’s behavior.

It is well understood that the regulation of the self is a psy-
chosocial process that relies on a number of social and cultural
factors (Markus and Wurf, 1987; Karoly, 1999; DeWall et al.,
2008). Longstanding research in social psychology has shown
that people are motivated to monitor and learn from their be-
havior more (or less) depending on who is around them and the
group categorizations that are made salient (e.g. Anderson and
Glassman, 1996). The relational-self—a mental representation
of a person’s self-knowledge that is linked with the knowledge
about significant others—provides cues for a person’s own
motivated behavior, reinforcement learning and self-regulation
(Anderson and Chen, 2002). For example, it has been shown
that negative information is more salient in the presence of an
ingroup member than an outgroup member (Festinger, 1957).
Similarly, intergroup biases lead people to place more trust in
ingroup members than outgroup members and to treat ingroup
members as a more valid source of information (Brewer, 1979;
Turner et al., 1987).

The presence of either an ingroup or outgroup member can
act as a subtle, yet powerful, cue. Since people are less moti-
vated to process information and self-monitor when the social
context is tied to an outgroup interaction (Festinger, 1957;
Brewer, 1979; Mackie et al., 1990; van Knippenberg and Wilke,
1992; van Knippenberg, 1999), we wonder if the presence of an
outgroup member (but not an ingroup member) would impair
the brain’s feedback-monitoring signal.

This question sits alongside a growing body of research that
has begun to uncover the neural substrates of intergroup rela-
tions (for reviews, see Molenberghs, 2013; Amodio, 2014; Cikara
and Van Bavel, 2014), including the social categorization and
motivated evaluation related to intergroup dynamics (e.g. Golby
et al., 2001; Van Bavel et al., 2008, 2011; Morrison et al., 2012;

Ratner and Amodio, 2012). Finally, even minimal group mem-
berships—groups devoid of any prior history—have been shown
to modulate these processes. In one study, researchers used a
minimal group paradigm to show that the medial prefrontal
cortex, an area of the brain attuned to social categorization, is
activated when participants consider belonging to even the sim-
plest of groups (Molenberghs and Morrison, 2014). These min-
imal and arbitrary social categorizations have also shown to
bias the neural processing underlying action-perception sys-
tems, with relative increased activation in the inferior parietal
lobule during the observation of fellow group members com-
pared to outgroup members (Molenberghs et al., 2012). Critically,
some of these automatic and unconscious neural mechanisms
have been found to influence broad discriminatory attitudes
and behavior, like the failure of empathic responding to out-
group members’ misfortunes (e.g. Cikara and Fiske, 2011, 2012).

Taken together then, we predict that if a person’s group cat-
egorization is a motivationally salient feature that serves to
maintain their social identity, then even the simplest inter-
group context (e.g. using minimal groups), and the mere pres-
ence of an ingroup member or outgroup member, will alter
neural feedback monitoring and lead to a failed feedback signal
in the presence of an outgroup member in particular. We arrive
at this prediction because longstanding research holds that
interactions with outgroup members are perceived as relatively
less important (e.g. Festinger, 1957). This automatic appraisal,
we propose, interferes with basic motivational and regulatory
functions, as reflected in disrupted feedback-monitoring signals
of the brain. Importantly, this hypothesis would underscore the
impact of how a person is less motivated to care about the qual-
ity of outgroup interactions, even when doing so comes at a det-
riment to one’s own performance.

The feedback-related negativity—sensitivity
to social motivational features

In this study, we examine the feedback-related negativity (FRN),
an event-related potential (ERP) that tracks neural activation
within 200–500 ms following task feedback and that is thought to
reflect the neural reactivity to external feedback (Holroyd and
Coles, 2002; Hajcak et al., 2005). Traditional accounts of the FRN
suggest that it is generated by the anterior cingulate cortex (ACC),
indicating a negative reward-prediction error that facilitates sub-
sequent behavioral adjustment (e.g. Miltner et al., 1997; Gehring
and Willoughby, 2002, 2004, Holroyd and Coles, 2002; Luu et al.,
2003; Bellebaum and Daum, 2008). These reinforcement models
suggest that the FRN is modulated by phasic changes in mesen-
cephalic dopamine activity (Holroyd and Coles, 2002; Bellebaum
and Daum, 2008), which cues reinforcement learning and opti-
mizes subsequent behavior (e.g. Nieuwenhuis et al., 2004; Yasuda
et al., 2004; Cohen and Ranganath, 2007). Recent evidence
suggests, however, that the FRN may also emerge as a positive
wave form that is sensitive to gains rather than losses (e.g. Baker
and Holroyd, 2011; Carlson et al., 2011; Kujawa et al., 2013).
Together then, the FRN likely represents two separate but over-
lapping processes: a negative waveform that is heightened dur-
ing aversive feedback and a positive waveform that is heightened
during rewarding feedback. As a result, it is an established prac-
tice in ERP research to interpret the FRN as a difference-wave
score (e.g. Luck, 2005; Holroyd and Krigolson, 2007).

Finally, there is evidence that neural feedback monitoring is
also modulated by the motivational inputs of social and interper-
sonal dynamics (e.g. Ma et al., 2011). Given that an intergroup
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context can be particularly motivating situation for a person who
is strongly identified with a group (e.g. Tajfel, 1982), it is plausible
that the FRN will be selectively altered by the mere presence of an
ingroup member vs outgroup member. More to the point, because
people are generally less concerned with the outgroup compared
to the ingroup, we expect to see a disrupted FRN signal during out-
group observation. We also note that since we did not specify and
pre-register our hypotheses a priori, the present hypotheses
should be considered exploratory in nature. Thus, any observed
effects in favor of our predictions would need to be replicated in
follow-up research with a confirmatory style approach.

The present research

This study investigated online measures of neurophysiological
feedback monitoring in an experimentally manipulated minimal
group context (Tajfel and Turner, 1979). More specifically, we
measured people’s FRN activation after they were delivered mon-
etary feedback on a task in the presence of either a minimal
ingroup or outgroup member. Importantly, using minimal groups
allowed us to control for previous history in established group
categories, thus providing a clear and direct test of our hypothe-
ses. That is, any group factors beyond basic categorization would
not be able to account for the observed effects in this experiment.

We suspected that the FRN would be moderated by the min-
imal intergroup context, leading to a disrupted FRN during out-
group presence, relative to the FRN during ingroup presence.
Further, we predicted that attitudes of intergroup bias, even
biased attitudes with lab-created groups (e.g. Coull et al., 2001)
would lead to polarized patterns in the FRN, with biased people
eliciting a diminished FRN around an outgroup member, and
non-biased people eliciting comparable FRNs around ingroup
and outgroup members.

Methods
Participants

Thirty students from the University of Toronto Scarborough par-
ticipated for course credit and were also told that they could earn
extra money as bonus depending on their performance. But due
to the nature of the task, all participants received $10 regardless
of their performance. Five participants were excluded from all
analyses due to computer/hardware malfunction (n¼ 1), high
(electroencephalographic) EEG artifact rate (>30% artifacts; n¼1)
or suspicion of the minimal group manipulation and/or of the
confederates’ role in the study (n¼ 3). We were left with a total
sample of 25 participants (15 females, 10 males; mean age¼ 19.3,
s.d.¼ 2.6). Participants were recruited online over the introduc-
tory psychology web portal. A power analysis using G*Power (Faul
et al., 2007) was run on our sample size. Assuming a small to me-
dium effect size (i.e. r¼ 0.21, d¼ 0.43; Richard et al., 2003) and high
correlations between repeated measures typical of ERP designs
(r¼ 0.60–0.80; Olvet and Hajcak, 2009; Segalowitz et al., 2010), a
sample size of 25 participants yields a power value of 0.84.

Procedures

Participants signed up for the study at home and were told that
the purpose of the experiment was to measure personality
and styles of cognition. Borrowing from social identity theory
(e.g. Tajfel, 1974), we used a minimal group manipulation, the
dot-estimation task, in which people are placed in arbitrary
groups based on whether they are deemed ‘under-estimators’

or ‘over-estimators’ (see Figure 1 for a schematic diagram of the
procedures). This would serve as the intergroup dynamic in the
lab. At home, participants first completed a short survey in
which they provided demographic information. At the end of
the survey they completed a simple test, which they were led to
believe was related to their cognition. Participants were shown
three images, each one made up of an array of black dots on a
white background, and asked to estimate the total number of
dots in the image. They were informed that their responses
were being recorded.

Participants then came into the lab where, for the first time,
they were told that the experiment would be done in groups of
four. For each session, however, there was only one real partici-
pant and three confederates, creating two groups of two. The ex-
perimenter, ostensibly using the saved data from the
participants’ earlier dot-estimating responses, told the partici-
pants that there are generally two types of people, over-
estimators and under-estimators and that the data from before
revealed that two of them were over-estimators and the other
two, under-estimators. The experimenter asked each student to
wear either a red shirt (ingroup with the real participant and one
confederate) or a blue shirt (outgroup with two confederates).
Importantly, to the one real participant, it appeared as though
two groups were created based on the personal dot-estimation
data. In addition, the confederates were randomly categorized
into groups across all sessions in order to remove any confounds
related to the confederates’ appearance, gender and/or ethnicity.

The experimenter told the group that since there was only
enough time to complete the EEG set-up for one person, that a
name would be randomly drawn to determine who would be
hooked up for the current testing session; the name of the real par-
ticipant was drawn in each case. The experimenter brought each
member to their own testing room and completed the EEG setup
and gelling for the real participant while the confederates waited.
The actual testing room (where the task performance/observation
happened while recording the EEG) was where the participant was
first seated. The confederates were brought into this room separ-
ately and sat next to the participant (more details below).

Time estimation task. To test the influence of social context
and group membership on participant’s reward-monitoring
processes, continuous EEG was recorded while the participants
received either winning or losing feedback. To incentivize their
performance, participants were told that they would have the
chance to earn extra bonus money in a cognitive/perception
timing task. To the participants then, the task was related to the
purpose of the study, namely perceptual styles and timing, but,
importantly, the task allowed us to surreptitiously gather their
responses to favorable and unfavorable outcomes. The experi-
menter told the participants that in each block of the task, one
person would be performing (receiving feedback) and another
observing (watching the other person receive feedback), while
sitting in the same room side-by-side.

During the task, each trial began with a fixation cross pre-
sented for 250 ms, followed by a blank screen. Participants were
instructed to press the spacebar when they believed 1 s had
passed since the appearance of the fixation cross. Visual per-
formance feedback was provided 2 s after the initial cue, result-
ing in an approximately 1 s interval between response and
feedback. The feedback stayed on screen for 1 s and was
followed by an intertrial interval varying between 1 and 2 s (see
Supplementary Material for more detailed procedures).

Following the time-estimation task, participants then com-
pleted a filler questionnaire, which they were told would help
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researchers understand the connection between personality and
cognition. Embedded in the survey were two Feelings
Thermometer questions (Esses et al., 1993; 0–10 scale), asking
how warm (10) or cold (0) they felt toward the participant with
the red shirt (i.e. ingroup member) and the two participants with
the blue shirt (i.e. outgroup member). To control for demand ef-
fects, we framed the questions around the study’s purpose of
perception, asking the participant to form an impression of other
people based on initial ‘person perceptions’.

Neurophysiological recording

Continuous EEG was recorded during the four blocks of the
time-estimation task using a stretch Lycra cap embedded with
32 tin electrodes (Electro-Cap International, Eaton, OH), focusing
solely on midline electrode sites (Fz, FCz, Cz, CPz, Pz and Oz).
The EEG recording was marked independently for the two ob-
servation blocks (ingroup vs outgroup member observers) in
order to analyze the separate FRN signals. Recordings used
average ear and a forehead channels as reference and ground,
respectively. The continuous EEG was digitized using a sample
rate of 512 Hz, and electrode impedances were maintained
below 5 kX during recording. Offline, EEG was analyzed with
Brain Vision Analyzer 2.0 (Brain Products GmbH, Munich,
Germany). EEG data were corrected for vertical electro-
oculogram artifacts (Gratton et al., 1983). An automatic proced-
ure was employed to detect and reject artifacts. The criteria
applied were a voltage step of more than 25 mV between sample

points, a voltage difference of 150 mV within 150 ms intervals,
voltages above 85 mV and below �85 mV and a maximum voltage
difference of less than 0.50 mV within 100 ms intervals. These
intervals were rejected from individual channels in each trial.

A challenge in measuring the FRN is that its latency partially
overlaps with another ERP—the P300—that has different spectral
(frequency) features.1 In order to control for this, we quantified the
FRN in the averaged ERP waveforms using the base-to-peak
method (e.g. Yeung and Sanfey, 2004; Hajcak et al., 2005; Cohen
et al., 2007). In tasks where the FRN and P300 are both generated,
the base-to-peak method provides the most reliable and accurate
estimate of the FRN signal (e.g. Yeung and Sanfey, 2004).
Specifically, the FRN was defined at the central electrode site, Cz,
as the difference between the maximum value between 150 ms
and 350 ms following feedback presentation and the most negative

Fig. 1. Schematic diagram of the experimental design. Participants were categorized based on an arbitrary over- or under-estimation of dot counting and then received

monetary feedback on a performance task in the presence of both ingroup and outgroup members separately.

1 Visually inspecting the ERPs, it appears that P300 might also be
modulated by intergroup observation. We therefore conducted similar
analyses looking at the P300 as defined as the average mean amplitude
between 200 and 400 ms following the presentation of the feedback
stimulus. The results from a multilevel linear mixed model revealed a
non-significant two-way interaction between group (ingroup observa-
tion vs outgroup observation) and feedback type (loss vs gain), b ¼ 0.69,
SE¼0.46, t(23) ¼ 1.49, P ¼ 0.15, indicating that the differentiation
between losses and gains in the P300 was statistically comparable dur-
ing both ingroup observation and outgroup observation. The effect of
feedback monitoring, therefore appears limited to the early, uncon-
scious detection of feedback as reflected in differences existing solely
in the FRN signal.
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point between this maximum and 350 ms following feedback
onset. If there was no negative-going deflection, the FRN was
scored as a zero. Cz was selected a priori because of previous work
showing the feedback- and performance monitoring ERPs are max-
imal at fronto-central sites (e.g. Inzlicht and Gutsell, 2007; Hirsh
and Inzlicht, 2008; Luck and Kappenman, 2012; Nash et al., 2014).

Results

All data and analyses code can be found on Open Science
Framework at osf.io/mvgr4. First looking at participants’ re-
ported attitudes toward ingroup and outgroup members, a one-
way repeated measures analysis of variance, with group mem-
ber (ingroup vs outgroup) as the repeated factor and feelings
thermometer ratings at the dependent variable, revealed a sig-
nificant effect of group member rating, F(1,24)¼ 4.57, P¼ 0.04, g2

p

¼ 0.16, such that participants reported feeling more warm to-
ward their minimal ingroup members (M¼ 5.56, s.d.¼ 1.23) rela-
tive to minimal outgroup members (M¼ 5.08, s.d.¼ 1.58).

FRN and DFRN results

First, we modeled the effects of group member observation
(contrast codes: 0.5¼ ingroup, �0.5¼outgroup) and feedback
type (contrast codes: 0.5¼ loss, �0.5¼ gain) on feedback moni-
toring for the raw FRN waveform components. A two-level
multilevel model was used to account for FRN activity nested
within participants by estimating a random intercept and ran-
dom slope for each participant. We used an unstructured co-
variance matrix and the between-within method of estimating
degrees of freedom. Effect sizes were estimated with semi-
partial R2 (Edwards et al., 2008).

As expected, the model output showed a significant effect of
feedback type, b¼ 0.97, SE¼ 0.26, t(24)¼ 3.66, P ¼ 0.001, semi-
partial R2¼ 0.32, indicating that across member observation
conditions, participants elicited a larger (i.e. more negative) FRN
in response to losing feedback (M¼�2.41 lV) than; s.d.¼ 1.61)
compared to winning feedback (M¼�1.76, s.d.¼ 1.57).
Importantly, the output also revealed a significant interaction
between group member observation and feedback type,
b¼�0.62, SE¼ 0.27, t(24)¼ �2.19, P ¼ 0.039, semi-partial
R2¼ 0.17. Figure 2 illustrates the ERPs and graph figures. Parsing
apart the interaction and looking first across feedback type
(within observation conditions), simple effects tests showed
that the FRN amplitude was significantly larger for losses
(losses (M¼�2.65 lV, s.d.¼ 1.70) than wins (M¼�1.68 lV,
s.d.¼ 1.66), but only when participants were being observed by
an ingroup member, t(24)¼ 3.66, P¼ 0.001, d¼ 0.58. This differ-
entiation in feedback type did not hold when participants were
being observed by an outgroup member, t(24)¼ 1.65, P¼ 0.11,
d¼ 0.28, with more similar feedback activity in response to
losses (M¼�2.17, s.d.¼ 1.78) and wins (M¼�1.82, s.d.¼ 1.63). In
addition to our main test, it was recommended by reviewers
that we also look across conditions of group member observa-
tion (as an exploratory test in addition to our main hypotheses;
see Luck and Gaspelin, in press). The simple effects revealed
that there was no difference in the FRN for win trials t(24)¼ 0.74,
P¼ 0.47, d¼ 0.09, but a marginally significant difference in the
FRN for loss trials t(24)¼ 1.78, P¼ 0.088, d¼ 0.28.

Next, in line with standard ERP practice, we modeled the
data using a difference-wave score (DFRN¼ lossFRN – gainFRN)
to represent feedback-monitoring activity. The difference-wave
approach is helpful in isolating and drawing statistical infer-
ences from waveform components because they have lower

signal to noise ratio than those of the raw ERPs (Luck, 2005).
Here, DFRN activity was modeled as a function of group mem-
bership of the observer (i.e. ingroup vs outgroup). Mirroring the
above analyses with the raw ERP scores, the model indicated a
main effect of group member observation, b¼�0.62, SE¼ 0.27,
t(24)¼ �2.19, P¼ 0.039, semi-partial R2¼ 0.17. See Table 1 for de-
scriptive means.

Here, we have evidence that the typical, and robust, FRN pat-
terning (i.e. differentiation between losses and gains and larger
amplitude for losses) is reduced when a minimally categorized
outgroup member is observing a person perform. This lack of
differentiation in the amplitudes of gains and losses is incon-
sistent with the standard patterning of the FRN (for a recent
ERPs meta-analysis see Gillan and Robbins, 2014). This atypical
pattern in FRN amplitudes also mirrors the psychiatric cases of
obsessive-compulsive disorder, a condition characterized by
dysfunctional performance/feedback-monitoring systems of
the brain (e.g. O’Toole et al., 2012; Gillan and Robbins, 2014).
Additionally, when we compare feedback type across condition,
it appears the lack of differentiation during outgroup observa-
tion arose from the FRN signal in response to negative feedback
stimuli as opposed to positive feedback stimuli. This mirrors
previous work showing that the FRN, as a proxy for signaling
performance adaptation and agentic control, is most sensitive
to errors and negative feedback (e.g. Bellebaum et al., 2010).

The moderating role of reported group bias

Next, we wanted to test whether participants’ FRN activity was
moderated by self-reported attitudes toward ingroup and out-
group members. Prior to analyses, we created an intergroup bias
score from the two feelings thermometer attitude ratings
(ingroup and outgroup ratings). We subtracted the outgroup atti-
tude ratings from the ingroup attitude ratings, with larger posi-
tive values indicating an ingroup favoring bias (Moverall.bias¼ 0.48,
s.d.overall.bias¼ 1.13). Each bias score was then grand mean cen-
tered. The model’s two-way interaction between group member-
ship observation and feedback type remained significant,
b¼�0.62, SE¼ 0.26, t(23)¼ �2.36, P ¼ 0.027. Importantly, there
was also a significant three-way interaction with intergroup bias
score, b¼�0.05, SE¼ 0.02, t(23)¼ �2.20, P ¼ 0.038. For interpret-
ability and graphing purposes, we modeled the interaction with
DFRN. Figure 3 illustrates the two-way interaction for the effect
on DFRN. As can be seen, participants’ intergroup bias score sig-
nificantly moderated the effects of group membership of obser-
ver on the DFRN amplitude.

A series of simple slopes analyses were conducted, once
with participants who showed the presence of an intergroup
bias (M¼ 2.0bias.present, s.d.bias.present¼ 1.55) and again with par-
ticipants who showed no bias (i.e. equivalent attitudes ratings
to both ingroup and outgroup members). These analyses re-
vealed that when intergroup bias was present, group member-
ship of observer predicted DFRN activity, t(23)¼ 3.23, P ¼ 0.004;
but this was not the case at when intergroup bias was absent,
t(23)¼ 0.09, P ¼ 0.92. Here we see that participants who reported
no group bias showed no difference in feedback monitoring
when in the presence of either group member. However, partici-
pants who reported group bias revealed differentiated patterns
in their feedback monitoring, showing increased levels of DFRN
activity while being observed by an ingroup member and
reduced levels of DFRN activity while being observed by an out-
group member. Tying together the initial FRN findings with
these ones, we provide further support that group categoriza-
tion leads to a failure in feedback monitoring when in the
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presence of an outgroup member, where it appears that the
weakened FRN signal is predicted by polarized intergroup atti-
tudes. That is, only biased individuals show the greatest disrup-
tion in feedback monitoring when around an outgroup member.

We take this as evidence that group bias, and the motivation to
identity with one group over another, plays an important role in
the pattern of feedback monitoring that is observed (see
Supplementary Materials for a Study 2 where we run a non-
social/baseline control condition).

Discussion

This study set out to test whether a social intergroup context is
capable of influencing neural feedback monitoring. Using online
brain measures and leveraging classic social identity literature,
the goal was to explore how the underlying mechanisms that
drive brain-based reinforcement learning are affected by even
the most minimal social categorization and group biases. A par-
ticular strength of this study is that we directly manipulated
group membership in the lab using confederates, which
ensured the physical presence of other people and allowed us
create an artificial intergroup dynamic while simultaneously re-
cording changes in brain activity.

On the basis of previous theory suggesting that people are
less likely to regulate their behaviors around the outgroup (e.g.
Brewer, 1979; Mackie et al., 1990; van Knippenberg and Wilke,
1992; van Knippenberg, 1999), we predicted that the mere pres-
ence of an outgroup member would lead to the dampening of
the basic feedback-monitoring signal, though we expected it to
be maintained in the presence of an ingroup member. In add-
ition, we predicted that these divergent patterns would be asso-
ciated with individuals’ biased group attitudes.

Confirming our hypotheses, we provide direct causal evi-
dence that a simple intergroup interaction—the mere presence
of a novel ingroup and outgroup member with no prior his-
tory—influences feedback monitoring. By creating an artificial
intergroup dynamic in the lab, arbitrarily placing people into

Fig. 2. Base-to-peak calculations of the stimulus-locked FRN at Cz electrode following wins and losses on the time-estimation task during (A) ingroup member observa-

tion and (B) outgroup member observation. In both cases, the FRN peaks at 280–300 ms. The bar graphs illustrate the interaction between feedback monitoring, showing

relative increased differentiation between feedback type during ingroup observation compared to outgroup observation. More negative values indicate greater FRN

activity.

Table 1. Means (s.d.) for electroencephalographic (EEG) measures of
FRN activity in response to punishing and rewarding feedback

Observer block lossFRN
(punishing
feedback)

gainFRN
(rewarding
feedback)

DFRN
(lossFRN-
gainFRN)

Ingroup observer �2.65a (1.70) �1.68b (1.66) �0.97 (1.32)
Outgroup observer �2.17a (1.78) �1.82a (1.63) �0.35 (1.06)

Note. Means across rows with different subscripts differ significantly at P <0.05

(two tailed).

Fig. 3. Predicted difference-wave FRN (DFRN at Cz electrode) in the presence of

an ingroup member and outgroup member as a function of the level of reported

bias. Modeled at the levels of intergroup bias present and intergroup bias absent.

More negative values indicate greater differentiation (i.e. difference-wave score)

between wins and losses.
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minimal groups, we found specifically that participants elicited
a diminished FRN in the presence of an outgroup member, with
the FRN effect remaining in the presence of an ingroup member
(similar to the FRN in typical, non-social contexts). This idea is
supported by models of the FRN as a neural marker of reinforce-
ment learning, in which impaired FRN amplitudes are tied to
the inability to adequately process feedback for the purpose of
signaling remedial action during performance (e.g. Gehring and
Willoughby, 2002; Holroyd and Coles, 2002; Stahl, 2010).
Importantly, given that the current analyses were exploratory,
pre-registered replication studies with confirmatory analytical
designs should be done in future research.

Broadly, we add a layer to our understanding of how social
preferences shape brain functioning. Although the presence of
others should not necessarily impinge on a person’s processing
of feedback, previous work has shown that simply knowing that
a person is being observed amplifies the brain’s response to
feedback (Simon et al., 2014). In this experiment, we wanted to
extend this to show that it matters which person is doing the
observing and whether they belong to the ingroup or not.
Indeed, our findings offer evidence that the motivational fea-
tures stimulated by an intergroup context—even a minimal,
laboratory-based one—are enough to affect the basic neural re-
inforcement learning signal.

In addition, the findings hint at a proximal mechanism,
which aligns with longstanding knowledge in the social identity
literature: People are less motivated to care about, and attend
to, outgroup members and the associated interactions. The cur-
rent findings suggest that a muted neural feedback signal is
associated with the failure to process information simply as a
result of a person receiving that information in the presence of
an outgroup member. Disregarding the outgroup member in
this case might actually translate into a person not being as in-
vested in their own goal-directed behaviors. That said, it is im-
portant to consider the fact that intergroup interactions are
highly context dependent. Certain situations may actually
cause a person to be more motivated to pay attention to an out-
group member, like when the interaction is hostile or negative.

The findings illustrate the personal cost of bias in intergroup
interactions, where social categorization may act as a double-
edged sword. Even though group biases motivate a person to
monitor their performance when around an ingroup member, it
appears these biases can also lead a person to be less invested in
their own performance when in the presence of an outgroup
member (i.e. dampened FRN). This reduction in feedback monitor-
ing means the closing off of a system that allows for the constant
updating of goal-directed action, ultimately hindering one’s own
learning and performance (e.g. Morris et al., 2008; Holroyd and
Yeung, 2011). This would be particularly costly in social contexts
where mixed group interactions are encouraged or expected. In
short, group biases, although rooted in the motivation to boost
one’s identity, may actually end up being detrimental to the self.

Conclusion

This experiment demonstrates that intergroup contexts are cap-
able of altering a person’s neural feedback monitoring. We found
that when a person is placed in even the simplest intergroup
situation and then observed by others, they elicit a diminished
feedback signal in the presence of an outgroup member. In par-
ticular, the biases that arose from this intergroup context were
associated with the divergent effects in feedback monitoring.

These results have implications for how a person monitors
their ongoing behavior and how they learn from the social

environment. Even seemingly innocuous social contexts, like
the presence of people we dislike, can constrain neural feedback
monitoring. In sum, although social identity can bolster a per-
son’s sense of self, the resulting group biases may actually end
up backfiring, impairing a person’s fundamental ability to learn
from important feedback.
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